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The Computation Institute  
= UChicago + Argonne 
= Cross-disciplinary nexus 
= Home of the Research Cloud
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x10$in$6$years$

x105%in%6%years%

Will$data$kill$genomics?$

Kahn,$Science,$331$(6018):$728B729$
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18 orders 
of magnitude 
in 5 decades! 

12 orders 
of magnitude 
In 6 decades! 

Moore’s$Law$for$XBRay$Sources$
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1.2 PB of climate data 
Delivered to 23,000 users
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We have exceptional 
infrastructure for the 1%
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What about the 99%?

We have exceptional 
infrastructure for the 1%
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What about the 99%?

We have exceptional 
infrastructure for the 1%

Big science. Small labs.
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The long tail of research

80%$of$awards$and$50%$of$$$$are$for$grants$<$$350,0000$

NSF%grants%in%2007:%Bryan%Heidorn%



computationinstitute.org

Can they remain competitive?

  "Well, in our country," said Alice …  
"you'd generally get to somewhere  
else — if you run very fast for a  
long time, as we've been doing.”


  "A slow sort of country!" said the  

Queen. "Now, here, you see, it  
takes all the running you can do,  
to keep in the same place. If you  
want to get somewhere else, you  
must run at least twice as fast as that!"
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Need: A new way to deliver 
research cyberinfrastructure  

 

  

Frictionless
Affordable

Sustainable
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We asked ourselves: 
 

What if the research work flow 
could be managed as easily as…

…our$pictures$

…home$entertainment$
…our$eBmail$
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What makes these services great?
 

Great User Experience
+

High performance  
(but invisible) infrastructure
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We aspire (initially) to create a 
great user experience for  

research data management 


What would a “dropbox for 
science” look like?
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• Collect$
• Move$
• Sync$
• Share$
• Analyze$

• Annotate$
• Publish$
• Search$
• Backup$
• Archive$

BIG%DATA%…for 
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Registry$
Staging$
Store$

Ingest$
Store$

Analysis$
Store$

Community$
Store$

Archive$ Mirror$

Ingest$
Store$

Analysis$
Store$

Community$
Store$

Archive$ Mirror$

Registry$

A$common$work$flow…$
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Registry$
Staging$
Store$

Ingest$
Store$

Analysis$
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Community$
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Ingest$
Store$

Analysis$
Store$

Community$
Store$

Archive$ Mirror$

Registry$

…$with$common$challenges$

Data movement, sync, and sharing
•  Between facilities, archives, researchers
•  Many files, large data volumes
•  With security, reliability, performance



computationinstitute.org

• Collect$
• Move%
• Sync%
• Share%
• Analyze$

• Annotate$
• Publish$
• Search$
• Backup$
• Archive$

• Collect$
• Move%
• Sync%
• Share%
$ CapabiliGes%delivered%using%%

SoIwareKasKService%(SaaS)%model%
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Data
Source

Data
Destination

User$
ini\ates$
transfer$
request$

1

Globus$
Online$
moves/
syncs$files$

2

Globus$Online$
no\fies$user$

3
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Data
Source

User$A$selects$
file(s)$to$share;$
selects$user/
group,$sets$share$
permissions$$

1

Globus$Online$tracks$
shared$files;$no$need$
to$move$files$to$
cloud$storage!$

2

User$B$logs$in$to$
Globus$Online$
and$accesses$
shared$file$

3
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Extreme ease of use

•  InCommon, Oauth, OpenID, X.509, …
•  Credential management
•  Group definition and management
•  Transfer management and optimization
•  Reliability via transfer retries
•  Web interface, REST API, command line
•  One-click “Globus Connect” install 
•  5-minute Globus Connect Multi User install
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Early$adop\on$is$encouraging$
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Early$adop\on$is$encouraging$

8,000%registered%users;%~100%daily%
~10%PB%moved;%~1B%files%

10x%(or%beUer)%performance%vs.%scp%
99.9%%availability%

EnGrely%hosted%on%AWS%
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Delivering a great user 
experience relies on 

high performance network 
infrastructure
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Science DMZ
optimizes 
performance

+
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What is a Science DMZ?
Three key components, all required:
•  “Friction free” network path

–  Highly capable network devices (wire-speed, deep queues)
–  Virtual circuit connectivity option
–  Security policy and enforcement specific to science workflows
–  Located at or near site perimeter if possible

•  Dedicated, high-performance Data Transfer Nodes (DTNs)
–  Hardware, operating system, libraries optimized for transfer
–  Optimized data transfer tools: Globus Online, GridFTP

•  Performance measurement/test node
–  perfSONAR

Details at http://fasterdata.es.net/science-dmz/
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Globus GridFTP architecture

28$

GridFTP Dedicated$

LFN$

Shared$

G
lo

bu
s 

X
IO

 

Parallel$$
TCP$

UDP$or$$
RDMA$

TCP$

Internal$layered$XIO$architecture$allows$alterna\ve$network$
and$filesystem$interfaces$to$be$plugged%in%to$the$stack$
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GridFTP performance options

•  TCP configuration
•  Concurrency: Multiple flows per node
•  Parallelism: Multiple nodes
•  Pipelining of requests to support small files
•  Multiple cores for integrity, encryption
•  Alternative protocol selection*
•  Use of circuits and multiple paths*

Globus Online can configure these options 
based on what it knows about a transfer

*$Experimental$
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Exploiting multiple paths 6

Fig. 5: Approach 1: GridFTP XIO takes advantage of multi-homed hosts and dedicated paths dynamically provisioned between each end-site.

Fig. 6: Approach 2: XSPd configures OpenFlow switch to rewrite headers that match some or all GridFTP flows, sending them to a Phoebus
Gateway that forwards and accelerates the transfer over the WAN circuit.

we hope to improve upon the performance of purely end-to-
end circuits between DYNES sites. Additionally, the level of
performance achieved by the given OpenFlow switch imple-
mentation while rewriting headers is one of the metrics we
will collect and analyze as a result of this experiment. We
expect the major differentiating factor will be whether or not
the Set-Field action, for the OpenFlow 12-tuple fields we are
matching on, is implemented in hardware (i.e., on the ASIC
versus forwarded over the management CPU).

3) Dynamically redirect flows over VLANs with SDN. Our
last approach will investigate the use of the NDDI/OS3E
OpenFlow backbone to provision alternate layer-2 paths. These
paths are effectively dynamically configured VLANs across a
network of OpenFlow switches. An NDDI configured “slice”,
or flowspace, will be controlled by our XSPd instances from
either end-site. As depicted in Figure 7, XSPd provides the
network interface required to install flow entries into both the
SRS and NDDI networks, enabling redirection of matching
GridFTP streams onto the VLANs instantiated across the
NDDI backbone.

Our effective evaluation of this scenario will depend on the
availability of NDDI resources during SC12 in addition to
any connectivity constraints in directing traffic to our remote
end-sites. The ability of NDDI to peer with ION allows us to
extend these VLANs into the end-sites directly if necessary.

To summarize, our application-driven approach gives XSP-
enabled transfer clients control over when and how to take
advantage of network parallelism. In the simplest case, xio-
xsp enables the automatic provisioning of circuits on behalf of
GridFTP transfers that can make best use of the available end-
to-end paths. Beyond observable performance improvements,

what we expect to gain in each of our approaches is the ability
to evaluate and tune how Periscope measurement feedback
within our XSP-based services can determine when multi-
pathing is beneficial. For example, if our analysis detects
that a GridFTP transfer is disk I/O bound, then we have the
potential to avoid wasteful provisioning of a dedicated circuit
that would not help overall performance. Conversely, if we
find that the network is the bottleneck, we have the option
of finding alternate, or to allocate new, paths to support the
transfer.

IV. RELATED WORK

There have been a number of proposed schemes for pro-
viding application-level multi-pathing [25]–[27]. While our
approach shares common goals, our focus is on the use of
active network signaling to provide alternative paths, and to
actively redirect flows over dedicated wide-area paths.

In a similar vein, Resilient Overlay Networks (RONs) have
been developed [7], [8] to provide and make better use
of network path diversity. Overlays have also been applied
specifically to improve GridFTP performance [14], [22].

Other clearly related work involves dynamic network re-
source allocation across both local and wide-area networking
environments. Systems such as Terapaths [11] and LambdaS-
tation [9] are two approaches designed to provide better access
and use of dynamic network environments, which also directly
use the OSCARS system for dynamic circuit provisioning.

V. CONCLUSION

This proposal has outlined three experimental approaches
for achieving improved throughput via multi-pathing over

•  Take advantage of multiple interfaces in multi-homed data 
transfer nodes

•  Use circuit as well as production IP link
•  Data will flow even while the circuit is being set up
•  Once circuit is set up, use both paths to improve throughput

Raj$Kekmuthu,$Ezra$Kissel,$Mar\n$Swany,$Jason$Zurawski,$Dan$Gunter$
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Exploiting multiple paths
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Fig. 2: Average performance for increasing transfer sizes between
UMich and Caltech DYNES installations. 1Gb/s shared IP and 10Gb/s
circuit interfaces using 8 parallel streams.
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Fig. 3: Average performance for increasing transfer sizes between
NERSC and ANL data transfer nodes. 10Gb/s shared IP and 10Gb/s
circuit interfaces using 32 parallel streams.

transfers using 8 parallel streams between the 10G-connected
DYNES installations at University of Michican (UMich) and
the California Institute of Technology (Caltech). Running two
independent transfers simultaneously over both paths provides
an indication of the expected multi-path throughput that could
be achieved for a single transfer.

In Figure 3, we show the results of a similar test using 32
parallel streams between data transfer nodes located at NERSC
and ANL. In each case, our reservable circuit capacity was
limited to 2Gb/s because of capacity caps, although we note
that due to bandwidth “scavenging” enabled in the Internet2
ION Service, we frequently see average rates above the defined
bandwidth limit. This behavior is clearly indicated in our
results.

While dedicated circuits provide a number of benefits in
terms of deterministic characteristics and improved through-
put for many data-intensive applications, a key drawback is
the often lengthy provisioning latencies. Building OSCARS
circuits can frequently take on the order of 5-7 minutes as
the number of domains involved in a path increases, requiring
the application to idle while the path becomes available. One
advantage of enabling simultaneous flows over both best-
effort and circuit paths is the ability for a transfer to make
progress while the circuit becomes active. A clear goal for

our XSP dynamic network approach is to allow an SDN
network to opportunistically redirect flows onto paths as they
become available, providing a transparent mechanism that
enables muti-pathing for data movement applications. Other
advanced networks, e.g., NDDI/OS3E, promise to reduce path
configuration time considerably through the use of OpenFlow,
while still maintaining the ability to peer with OSCARS-based
services such as ION.

A. Prior Work
Our earlier work with XSP [16] in dynamic network envi-

ronments has demonstrated the ability for XSP to provide an
application-driven interface to SDNs. At SC11, we used xio-
xsp and XSPd deployed across remote domains to dynamically
switch an active GridFTP transfer between shared (100G)
and dedicated (10G) VLANs. The decision to redirect traffic
was determined by a performance threshold integrated within
the xio-xsp implementation, allowing the transfer to alternate
between paths to achieve better transfer rates without input
from the user. This work forms the basis of our multi-path
experiments planned for SC12.

The Phoebus system has also been shown to support large
scientific data transfers over reservable network paths using
OSCARS [21]. We have demonstrated that on-demand net-
work resources can provide significant performance gains for
applications when compared to traditional direct connections.
The ability of XSP, and hence Phoebus, to signal the OSCARS
control plane allows PG deployments to immediately leverage
these dynamic networks. In conjunction with SDN control at
the edge, Phoebus will provide a WAN acceleration capability
as part of our experiments.

Finally, in previous monitoring work [15], we showed
results from the integration of Periscope for measuring end-
to-end bottlenecks at gigabit transfer speeds. Our analysis
demonstrated the ability to correctly aggregate and correlate
metrics from GridFTP, hosts, and networks to accurately
determine the cause of end-to-end performance bottlenecks. A
graphical example of the bottleneck determination algorithm
is shown in Figure 4. We intend to leverage this work to
more intelligently influence the path selection used by our
approaches described below.

B. Proposed Experiment
Our proposed experiment involves three distinct approaches

to achieve multi-pathing with GridFTP. As our focus is on
DYNES deployment, we will investigate the parallel use of
both the best-effort, IP-routed path and the ability to dy-
namically provision and direct traffic over dedicated VLANs
between available end-sites. In each scenario, we assume the
presence of the following local area resources:

• Dedicated data transfer nodes that run GridFTP servers
in addition to our host monitoring agents.

• A system on which to run our XSPd controller with
access to both the OSCARS Inter-Domain Controllers
(IDCs) and OpenFlow network.

• The ability to poll switch counters or other real-time
statistics from SCinet/SRS and the DYNES end-sites.

$$$$$
multipath 
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transfers using 8 parallel streams between the 10G-connected
DYNES installations at University of Michican (UMich) and
the California Institute of Technology (Caltech). Running two
independent transfers simultaneously over both paths provides
an indication of the expected multi-path throughput that could
be achieved for a single transfer.

In Figure 3, we show the results of a similar test using 32
parallel streams between data transfer nodes located at NERSC
and ANL. In each case, our reservable circuit capacity was
limited to 2Gb/s because of capacity caps, although we note
that due to bandwidth “scavenging” enabled in the Internet2
ION Service, we frequently see average rates above the defined
bandwidth limit. This behavior is clearly indicated in our
results.

While dedicated circuits provide a number of benefits in
terms of deterministic characteristics and improved through-
put for many data-intensive applications, a key drawback is
the often lengthy provisioning latencies. Building OSCARS
circuits can frequently take on the order of 5-7 minutes as
the number of domains involved in a path increases, requiring
the application to idle while the path becomes available. One
advantage of enabling simultaneous flows over both best-
effort and circuit paths is the ability for a transfer to make
progress while the circuit becomes active. A clear goal for

our XSP dynamic network approach is to allow an SDN
network to opportunistically redirect flows onto paths as they
become available, providing a transparent mechanism that
enables muti-pathing for data movement applications. Other
advanced networks, e.g., NDDI/OS3E, promise to reduce path
configuration time considerably through the use of OpenFlow,
while still maintaining the ability to peer with OSCARS-based
services such as ION.

A. Prior Work
Our earlier work with XSP [16] in dynamic network envi-

ronments has demonstrated the ability for XSP to provide an
application-driven interface to SDNs. At SC11, we used xio-
xsp and XSPd deployed across remote domains to dynamically
switch an active GridFTP transfer between shared (100G)
and dedicated (10G) VLANs. The decision to redirect traffic
was determined by a performance threshold integrated within
the xio-xsp implementation, allowing the transfer to alternate
between paths to achieve better transfer rates without input
from the user. This work forms the basis of our multi-path
experiments planned for SC12.

The Phoebus system has also been shown to support large
scientific data transfers over reservable network paths using
OSCARS [21]. We have demonstrated that on-demand net-
work resources can provide significant performance gains for
applications when compared to traditional direct connections.
The ability of XSP, and hence Phoebus, to signal the OSCARS
control plane allows PG deployments to immediately leverage
these dynamic networks. In conjunction with SDN control at
the edge, Phoebus will provide a WAN acceleration capability
as part of our experiments.

Finally, in previous monitoring work [15], we showed
results from the integration of Periscope for measuring end-
to-end bottlenecks at gigabit transfer speeds. Our analysis
demonstrated the ability to correctly aggregate and correlate
metrics from GridFTP, hosts, and networks to accurately
determine the cause of end-to-end performance bottlenecks. A
graphical example of the bottleneck determination algorithm
is shown in Figure 4. We intend to leverage this work to
more intelligently influence the path selection used by our
approaches described below.

B. Proposed Experiment
Our proposed experiment involves three distinct approaches

to achieve multi-pathing with GridFTP. As our focus is on
DYNES deployment, we will investigate the parallel use of
both the best-effort, IP-routed path and the ability to dy-
namically provision and direct traffic over dedicated VLANs
between available end-sites. In each scenario, we assume the
presence of the following local area resources:

• Dedicated data transfer nodes that run GridFTP servers
in addition to our host monitoring agents.

• A system on which to run our XSPd controller with
access to both the OSCARS Inter-Domain Controllers
(IDCs) and OpenFlow network.

• The ability to poll switch counters or other real-time
statistics from SCinet/SRS and the DYNES end-sites.

$$$$$
multipath 

Default,$commodity$IP$routes$
+$Dedicated$circuits$

=$Significant$performance$gains$

Transfer$between$NERSC$and$ANL$ Transfer$between$UMich$and$Caltech$

Raj$Kekmuthu,$Ezra$Kissel,$Mar\n$Swany,$Jason$Zurawski,$Dan$Gunter$
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LBLKdiskpt%

XIOBXSP$

GridFTP$

ANLKdiskpt%

XIOBXSP$

GridFTP$

XSPd$

IDC$

XSP:$Path%
OSCARS$

gridpp$+$xioBxsp$
params$

Provisioning OSCARS circuit for 
Globus Online transfers using 

Extensible Session Protocol (XSP)
Raj$Kekmuthu,$Ezra$Kissel,$Mar\n$Swany$
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Receives 100,000 files each night in IL  
Transmits files to Texas for analysis… 

…then moves results back to IL  
Globus Online makes this process 

reliable, routine, and efficient

Image$courtesy$of$Roger$Smith/NOAO/AURA/NSF$

Blanco$4m$on$Cerro$Tololo$

Dark Energy 
Survey
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K. Heitmann (Argonne) 
moves 22 TB of cosmology 
data LANL ! ANL at 5 Gb/s
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B. Winjum (UCLA) moves 
900K-file plasma physics 
datasets UCLA !NERSC



computationinstitute.org

Dan Kozak (Caltech) 
replicates 1 PB LIGO 
astronomy data for resilience
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• Collect$
• Move$
• Sync$
• Share$
• Analyze$

• Annotate$
• Publish$
• Search$
• Backup$
• Archive$

BIG%DATA%…for 
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• Share$
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• Annotate$
• Publish$
• Search$
• Backup$
• Archive$

BIG%DATA%…for 
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Globus%Online%Research%Data%ManagementKasKaKService%

Globus%Integrate%(Globus$Nexus,$Globus$Connect)$

Sharing,%
CollaboraGon,%
AnnotaGon%

…% SaaS%

PaaS%

Many$more$capabili\es$planned$…$

Backup,%
Archival,%
Retrieval%

Ingest,%
Cataloging,%
IntegraGon%



computationinstitute.org

A platform for integration
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Catalog as a service
Approach

•  Hosted user-defined 
catalogs

•  Based on tag model
<subject, name, value>

•  Optional schema 
constraints

•  Integrated with other 
Globus services

Three REST APIs
/query/
•  Retrieve subjects
/tags/
•  Create, delete, 

retrieve tags
/tagdef/
•  Create, delete, 

retrieve tag 
definitions

Builds$on$USC$Tagfiler$project$(C.$Kesselman$et$al.)$
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Other early successes in 
services for science…
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Other innovative science 
SaaS projects
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Other innovative science 
SaaS projects
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To provide more capability for 
more people at substantially 
lower cost by creatively 
aggregating (“cloud”) and 
federating (“grid”) resources 
—leveraging reliable, high 
performance networks

Our vision for a 21st century 
cyberinfrastructure
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To provide more capability for 
more people at substantially 
lower cost by creatively 
aggregating (“cloud”) and 
federating (“grid”) resources 
 
“Science as a service”

Our vision for a 21st century 
cyberinfrastructure
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Thank$you$to$our$sponsors!$


